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Abstract—An accurate segment-based cost aggregation
method is proposed in this paper. Segment-based methods can
speed up the procedure according to the assumption that pixels
belonging the same segment should share the same physical
property. One of the most critical problems of those methods is
the limited pixels within the corresponding segment. To enlarge
supporting region of aggregation efficiently, we include similar
adjacent segments with a fixed weight instead of a complex one.
With introducing the simplified spatial weight for adjacent seg-
ments, the proposed method outperforms existing segment-based
cost aggregate method[11], the Adaptive Support-weight[3], and
the cross-based cost aggregation[10]. Comparing the other aspect
of performance, this algorithm also speeds up the computation
time by 43%.

Keywords—Stereo Matching, cost aggregation, Segment-based,
Superpixel, SLIC.

I. INTRODUCTION

Stereo Matching is a fundamental computer vision problem
that has been researched for decades and is still active. It is
closely connected to the applications like self-driving cars, 3D
scene reconstruction , augmented reality and robotic vision.
Matching methods generally perform the following four steps:
matching cost computation, cost aggregation, disparity com-
putation and disparity refinement. In this paper, we focus on
the cost aggregation step. To accurately estimate the disparity
near the depth discontinuities, many cost aggregation methods
are proposed. Among those methods, Segment-based methods
play an important role because of spatial information. These
methods utilize the segmentation of images as the shape of sup-
port window for aggregation, and achieve good performance
on edge-preserving problem.

Segment-based aggregation methods assume that depth
discontinuities occur on boundaries of segments while the
segmentation methods are generally based on the RGB dif-
ferences. This assumption works fine when dealing with an
object with similar color, since the object is segmented in the
same region, and the scene structure is preserved. However, a
problem emerges if the object has a high textured surface.
Due to the basic idea of image segmentation, sizes of the
segments on that surface tend to be extremely small. There-
fore, the support windows are small as well, leading to the
reduction of robustness of the matching. Besides, textureless
regions, such as a white wall, also cause problem if there is
no area restriction on segments. Segments would grow until
reaching the boundaries of textureless regions and take a lot
of computation time as a result.
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In local algorithms, the disparity estimation at a target
pixel aggregates matching cost within a local support window.
To estimate disparity accurately, especially near the depth
discontinuity, many algorithms adapt their local windows to fit
the size and shape of the edge. To reduce the image ambiguity,
support pixels with higher similarity to the reference pixel are
given higher weights.

This paper introduces a novel segment-based cost aggre-
gation method which is based on the Simple Linear Iterative
Clustering (SLIC) algorithm [6]. Unlike other segment-based
methods taking only one segment into account, we extend the
support region by considering adjacent segments with similar
mean color. The problem caused by high textured surfaces
would be solved accordingly because the support regions are
enlarged. In addition, because SLIC tends to uniform the size
of each segment, huge segments that slow down the computa-
tion speed would not appear in our algorithm. Consequently,
the computation time would not be exceedingly high on tex-
tureless regions. Compared with other segment-based methods,
the proposed method is able to handle different textured area
without complicated computation, thereby achieving a more
accurate and fast segment-based cost aggregation. Moreover,
it outperforms other local methods like [3] and the cross-based
aggregation method (CBCA) [10].

In summary, the contributions of this paper are:

1. An accurate and fast segment-based cost aggregation
method is proposed.

2. A simple technique to efficiently enlarge supporting
region.

The rest of this paper is organized as follows: Section II
summarizes related researches. Our proposed method is pre-
sented in Section III. The experimental results and discussion
are shown in Section IV. Finally, the paper is concluded in
Section V.

II. RELATED WORK

Scharstein and Szeliski [1] classified the stereo matching
algorithm into two classes: local and global methods. Generally
speaking, global methods provide better performance since
they are able to obtain whole information of the image.
However, they also require more complex computation like
Belief-propagation (BP) [19], GraphCut [20] and Dynamic
programming [21]. Semi-global Matching (SGM) is proposed
by Hirschmuller [16]. Yang proposed Non-local cost aggreag-
tion [9] using minimum spanning tree to speed up aggregation



procedure. All the above methods need to store the whole cost
volume of the image during the process, which is not practical
for high resolution situation.

In contrast, local methods only obtain information from
appropriate local window and weights. Yoon and Kweon
proposed Adaptive Support-weight [3] which aggregates cost
within a local support window with the spatial and the range
weights. It achieves great performance but the complicated
computation slows down the speed as a trade-off. Zhang et.
al. [10] introduced cross-based cost aggregation using the
irregular binary weight mask to raise the speed, the perfor-
mance drops accordingly. Both mentioned methods are still
actively used in recent research on stereo vision. Patchmatch
stereo [17] uses a simplified form of [3] to overcome the
edge-fattening problem. Convolutional neural network(CNN)
based methods like MC-CNN [13] and LW-CNN [14] adopt
cross-based method [10] as their cost aggregation step, which
is influenced by Mei et. al. [22] on the acceleration of the
aggregation method.

Recently, segment-based related methods are being increas-
ingly popular. PatchMatch Filter [8] denotes each segment
as a superpixel. It uses the SLIC method and assumes the
smoothness of disparity within same superpixels. Segment-
based algorithms are employed by Lee et. al. [4] and Song
et. al. [5] as the cost aggregation part of their complete
stereo matching system. The methods mentioned above support
each pixel with exactly one segment, therefore some textured
regions would be challenging for them without any refinement.
In this paper, we do not directly compare our method with
them, since we are mainly focused on the cost aggregation
step, and their systems comprise all four stereo matching steps
above-mentioned.

Another local method [11] also makes use of the infor-
mation obtained from image segmentation, and combines it
with the Adaptive Support-weight[3]. This method uses only
one segment for aggregation as well. However, it defines a
local window for more information. That is, pixels not belong
to the support segment but within the support window are
aggregated. Those pixels are given a weight function that is
same as the one used in adaptive support-weight. This method
outperforms [3], but takes even much more times than it
because of the segmentation computation.

The proposed method is also based on the image seg-
mentation information. We choose the SLIC algorithm [6]
to decompose the input image. However, different from [3]
and [11] that complex weighting function on support pixels is
employed for edge-preserving, our method uses only one fixed
number to weight pixels in adjacent segments. As a result,
the computation complexity is substantially reduced. Adjacent
Segments are taken into account in our algorithm, which leads
to a better performance compared with [11].

III. SEGMENT-BASED COST AGGREGATION
A. Algorithm Overview

Fig. 1 illustrates the procedure of the proposed aggregation
method. The basic idea is to utilize information obtained from
the SLIC segmentation. The advantages of SLIC over other
superpixel algorithms are the compactness and the regular
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Fig. 2: Pixel P is the target pixel in the center, and .S}, denotes
the target segment. S,,, Sp, and S, are adjacent to the Sp,
and only S, has similar color with S,. S, and S, are not
neighboring segments of S,

shapes and sizes of the segments. Similar to [8] and [11] that
hypothesize the smoothness of disparity in each segment, our
algorithm is based on the assumption that depth discontinuities
occur only on segment boundaries. Therefore, to select for
each pixel an adaptive support, only neighboring pixels in
the same segment as the target are considered. A fixed size
support window is also adapted, and the support pixels for
the target pixel are then determined with the segment and
window constraints. Despite that the size of support windows
for left and right image are the same, the shape of the segment
inside the window is very likely to be different. Inspired by
the cross-based cost aggregation (CBCA) [10], we perform an
intersection of reliable pixels from left and right window to
prevent outliers in the right image from reducing the accuracy
of disparity estimation. With support pixels successfully being
selected, the matching cost is then aggregated. The disparity is
estimated using Winner-Take-All strategy and the depth map
is thus constructed.

B. Select Support Pixels

The support pixels are selected according to the informa-
tion of segments. For each pixel p in the image, there is a target
segment Sp which p € Sp. Pixels in the same segment as p are
aggregated. However, due to the SLIC algorithm which tends
to uniform the size of each segment, we may take few pixels
into account in the textureless region like illustrated in Fig. 3,



Fig. 3: The low textured condition case with segmentation.
Upper figure is the supporting region without adjacent seg-
ments. Lower one is the actual supporting region detected by
the proposed method.

and it would cause ambiguity when estimating the disparity.
When the target pixel p is just on the boundary of segment,
support pixels obtained from the target segment are very few.
To enlarge the support region, segments with similar color are
considered. As a result, accuracy on low textured region is
improved. Therefore, to enlarge the support region for the pixel
in textureless region, the neighboring segments that are similar
in color with target segment are under consideration as well.
That is, V.S, € Np, if

‘ Iy — Ip |
- =T, (1)
2 I Sp.,

i€Sp,

then the segment S, is considered as support region. A
neighboring segments list N, is pre-constructed for each
segment, a threshold 7 is defined to decide whether the
neighboring segment should be considered or not, and I means
the intensity of pixels. Those pixels that are selected in the
neighboring segments are given a weight w,,, so that they have
less influence than pixels in center segment.

In addition to the segments, fixed-size window is also
used in our method. The purpose of window is to limit and
regularize the shape and size of support region for each pixel,
so that the matching cost can be aggregated more efficiently.
Fig. 2 demonstrates an example of selected support pixels. Sy, ,
Sp, and S, are all neighboring segments of target segment
Sp. Suppose that segments with different blue colors in Fig. 2
are all analogous; that is, they are all satisfy (1). However,
since segment S, is not adjacent to .5, pixels that belong to
S, are not aggregated. Thus, .S}, and .S, are the only segments
considered. Therefore, despite that S is analogous with .S}, in
color, pixels in S, are excluded. After employing a window on
the target pixel, the aggregation step for one image is complete.

After excluding pixels outside the window, the support
region for p is determined. An intersection of support regions
U(p) and U’(p’) is finally performed, which yields region
Ua(p) with

Ua(p) ={(z,y)l(x,y) € U(p), (z —d,y) € U' (D)} ()

C. Matching Cost Aggregation

In our experiment, the raw matching cost C4(p) between
pixel p and p’ is computed as

ca(p,p’) = a | I, — Iy | +(1 — a)Census(p,p’,w.). (3)

As we mentioned in the previous section, support pixels in the
neighboring segments are given a weight w,,. Therefore, the
normalized matching cost is aggregated as

ZpeUd(p),pleUd(p/) wpro(pa Q)Cd(Q)

Calp,p') = 4)

ZpeUd(P),p’EUd(p’) Wpro (P, q)

Compared with the equation in [3], which is
ren,, @0, Qwp’,q')calq

E(p,p/) _ ZpENp,p €Ny, ( ) ( /) /( ) (5)
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and the weight
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, the proposed method uses only one fixed floating-point num-
ber w,, to weight different pixels and avoids any exponential
terms. The proposed weight wyp,(p, ¢) is defined as follow

In the same segment 1;
Wpro(P,q) = § In  similar adjacent segments wy;
Others 0.

@)

IV. EXPERIMENTAL RESULTS

We use 15 quarter size training image pairs from Mid-
dlebury [15] to evaluate local aggregation methods including
adaptive support-weight [3], segment support [11], CBCA [10]
and our method. The parameters are kept constant for all image
pairs, i.e., window size = 11 x 11, w, = 0.75 and 7 = 100.
For [3] and [11], the window size is also set to 11 for fair
comparison. The arm length L for [10] is set to 5, since the
arms grow in four different directions. [11] is implemented
with SLIC method in this experiment rather than the Mean-
Shift algorithm[23] used in the original paper, so that both [11]
and our method are based on same segmentation method.

Table I presents the evaluation results for Middlebury
dataset. Different from the old dataset used by [3], [11] and
[10] in their experiments, this new dataset is more challenging,
and the performance ranking is slightly different from the
results of old dataset as a consequence. The error threshold for
the disparity value is 1.0. In our experiment, [3] outperforms
[11] slightly. The proposed method not only achieves a better
performance than [3] and [11], but also takes less computation
time. Compare to [11], the computation time of 15 image
pairs is reduced by 43%. It outperforms [10] with an obvious
improvement, but not as fast as [10] is.

Fig. 6 and 7 are the visual presentations of our results. The
disparity maps of non-occlusion region for ArtL, Jadeplant,
Pipes and Recycle (from top to bottom) are shown in Fig. 6,
and the error maps are shown in Fig. 7 with errors are
greater than 1.0. We can observe that in low textured regions



TABLE I: Error rate of Middlebury dataset within various local cost aggregation methods with the error threshold equals to 1.0.

labels Adirodack ArtL Jadeplant Motorcycle MotorcycleE Piano PianoL Pipes Playroom
Adapt. Weights [3] 12.08; 19.123 26.372 11.413 14.613 20.93; 44.153 15.003 28.923
Ours 13.345 15.80, 23.43; 10.08> 13.192 21.682 38.681 12.90, 27.971
Segment suppor [11] 14.423 16.98> 28.463 9.95; 11.444 22.173 39.425 13.44-> 28.762
CBCA [10] 23.594 25.514 30.794 16.324 20.704 27.524 53.14 20.324 35.834
labels Playtable PlaytableP Recycle Shelves Teddy Vintage Average Weighted Total
Avg. time(sec)
Adapt. Weights [3] 34.83; 20.402 16.782 42.724 8.201 36.482 23.172 20.322 19373.154
Ours 36.602 19.93; 15.971 45.373 8.592 36.051 22.54; 19.78; 2988.692
Segment support [11] 37.903 22.013 17.223 45.255 9.613 37.003 23.603 20.793 5253.803
CBCA [10] 42.034 28.484 24.484 47.964 12.534 46.364 29.344 26.194 1471,93,
480 236
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Fig. 4: (a)Reference image, (b) Error map when 7 = 100 and
(c) Error map when 7 = 160. Red circled regions highlight
the difference between two 7(threshold) values.

like the sculpture in ArtL and the background in Jadeplant,
the proposed method estimates the disparity most correctly.
The proposed method also properly handles the high textured
regions like the background in Pipes, while CBCA fails on
some pixels there. The background to the left of Recycle is a
high textured region with repetitive patterns. From Fig. 7, the
proposed method is able to deal with that situation without
any error and outperforms the others.

We also evaluate the performance of the proposed method
with different parameter settings. Fig. 4 shows the comparison
between two different values of 7. From the red circles in the
error map, it is easy to find that as 7 goes higher, errors pixels
in discontinuity area are increased. Fig. 5 demonstrates that the
higher the threshold 7 is, the speed is slower. This is intuitive
because more neighboring segments are taken into account,
and more computation is required. However, the performance
does not improve when more pixels are considered. The
reason is that higher 7 accepts segments that are dissimilar
to the target segment, which conflicts with our assumption
that only similar segments are included. The performance is
also undesirable when 7 is too low. This situation restricts the
assistance from neighboring segments, thus the high textured
regions cause the ambiguity. The experimental results suggest
that the proposed method can reach the best accuracy when
the value of 7 is set between 70 to 100.
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Fig. 5: Performance and run time evaluation of the proposed
method when using different value of 7. w,, is fixed at 0.75.

V. CONCLUSION

An accurate segment-based cost aggregation method is
proposed. This algorithm leverages the smoothness of the
segmented region and enlarge the support region efficiently.
The support region includes similar adjacent segments with
a fixed weight employed on them. The discussion about the
threshold to determine whether the neighboring segments is
included is made. According to the results, this algorithm
outperforms Adaptive support-weight [3] and CBCA [10]
and the existing segment-based cost aggregation method [11].
Furthermore, the proposed algorithm can further speed up the
computation by 43% compared to [11].
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Fig. 6: (a)Ground truth and (b-e) disparity maps of various algorithms on the Middlebury 3.0 benchmark in non-occlusion region.

W
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Fig. 7: (a) Left images and (b-e) bad pixels of various algorithms on the Middlebury 3.0 benchmark whose errors are greater
than 1.0.
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